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A high definition (HD) video usually means a good visual quality, and the video with low quantization 

parameter (QP) or high bit rate has a good video definition. However, forgers prefer to directly re-encode 

lower definition videos using lower QP or higher bit rate without video quality improvement to pretend 

to be HD videos. Therefore, fake HD video detection is necessary in video forensics. In this paper, a novel 

method is proposed to detect the fake HD for high efficient video coding (HEVC) videos based on predic- 

tion mode feature ( PMF ). According to our analysis, the HEVC prediction mode scheme of the subsequent 

encoding could be influenced by the previous lower quality encoding, hence the frequencies of prediction 

unit with all types of prediction modes can be used to detect the fake HD videos. Firstly, a 4-D features 

are extracted from Planar, DC, H0 direction and V0 direction intra prediction modes. Secondly, a 6-D fea- 

tures are extracted from Skip, Merge and AMVP inter prediction modes. Finally, these two feature sets are 

combined into the PMF to detect fake HD videos and further estimate their original QPs and bit rates. 

Experimental results show that the performance of the proposed method outperforms state-of-the-art 

works. 

© 2019 Elsevier B.V. All rights reserved. 
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. Introduction 

With the availability of portable video capture devices such as

obile phones, the digital video is enriching our daily life. The

reatest advantage of digital video is that it provides viewers with

 high-quality viewing environments compared to digital images,

aking the digital videos more and more popular in various fields.

owever, with the popularization of inexpensive and easy-to-use

ideo editing tools, it is easier for forgers to tamper with the origi-

al videos. The forged digital videos could have tremendous effects

n politics, economy, law enforcement, and other fields. Therefore,

ideo forensics has attracted wide research interests in the field of

nformation security. 

Up to now, many effective methods have been reported in dig-

tal video forensics. In early studies, active video forensic tech-

iques such as digital video watermarking [1,2] were proposed to

alidate video evidence. A major drawback of active techniques is

hat watermark data have to be embedded during the recording

rocess. Contrary to active methods, passive video forensic tech-

iques were proposed only using inherent traces left in any tam-
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ering process. For detecting video tampering in temporal domain,

ang et al. [3] detected video frame deletion by analyzing the

eriodic properties of P-frame prediction errors in MPEG-2 video.

ironi et al. [4] proposed a method based on the variation of pre-

iction footprint to detect insertion and deletion of whole frames

n digital videos. Aghamaleki et al. [5] proposed a approach to de-

ect and localize video forgery in the temporal domian. Feng et al.

6] adopted a study of the statistical characteristics of the most

ommon interfering frames such as relocated I-frames, and then

eveloped a new fluctuation feature based on frame motion resid-

als to identify frame deletion points. For detecting video tamper-

ng in spatial domain, Zhang et al. [7] detected video inpainting

ased on ghost shadow artifacts. Kim et al. [8] proposed a modal-

ty fusion method designed for combining spatial and temporal fin-

erprint information to improve video copy detection performance.

or video double compression detection, Yao et al. [9] proposed a

ethod that analyzed the periodic features of the string of data

its and the skip macroblocks for all I-frames and P-frames in

 double-compressed H.264/AVC video. Jiang et al. [10] analyzed

egradation mechanisms during recompression to detect double

ompression with the same coding parameters. Elrowayati et al.

11] analyzed the changes in the quantized residual DST coeffi-

ients and the values of intra-prediction modes for detection of

ouble-compression in HEVC, even when the same QP is used in

https://doi.org/10.1016/j.sigpro.2019.107269
http://www.ScienceDirect.com
http://www.elsevier.com/locate/sigpro
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Fig. 1. Visual quality comparisons of true HD videos (top) and fake HD videos (bottom). (a) QP 10. (b) bit rate 1 Mbps. (c) The video with QP of 10 is converted from the 

video with QP of 45.(d) The video with bit rate of 1 Mbps is converted from the video with bit rate of 200 Kbps. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

t  

e  

a  

H  

t  

e  

t  

d  

f  

[  

v  

D  

b

 

v  

t  

o  

l  

a  

H  

f  

t  

c  

t  

v  

E  

m

 

w  

S  

d  

o  

e  

c  

S

2

 

p  

c  
both compression processes. Jiang et al. [12] proposed a method to

detect double HEVC compressed videos with the same coding pa-

rameters based on intra prediction mode that analyzed the quality

degradation mechanism and considered the source of error in intra

coding. 

Video quality forgery is a common kind of video tampering op-

eration. In general, video quality is affected by the video definition.

A high definition (HD) video usually means that it has a good vi-

sual quality. The better the visual quality is, the more popular the

video becomes on sharing websites. However, in order to make the

lower definition videos more attractive and earn advertising rev-

enue, forgers usually prefer to directly re-encode them using the

parameters of HD videos without any improvement as if they were

HD videos natively. For a given resolution, the encoding parameter

QP or bit rate are important factors in evaluating video definition,

and the video with low QP or high bit rate has a good video qual-

ity. Therefore, forgers usually modify QP or bit rate in the process

of making the fake HD videos with the help of some video tools,

such as FFmpeg [13] and x265 [14] . Specifically, the fake HD video

is the claimed low QP video that is actually converted from the

video with higher QPs, or the claimed high bit rate video is actu-

ally converted from the video with lower bit rates. However, when

a video is re-encoded, only the information about the most recent

encoding could be obtained from the bit stream. In this case, as

shown in Fig. 1 , although the true HD video (a) (b) and the fake

HD video (c) (d) have the same QP and bit rate, they actually

have greatly difference in video definition. It will mislead users

and cause economic losses. High Efficiency Video Coding (HEVC)

[15,16] is the new and increasingly popular generation video com-

pression standard. Therefore, the appearance of fake HD videos in

HEVC format is a new security issue. Therefore, the detection of

fake HD for HEVC videos is necessary in digital video quality foren-

sics. 

However, just a few methods have been proposed in video

quality forensics. Vinh et al. [17] proposed an adaptive motion

compensated interpolation algorithm for frame rate-up conversion

in multimedia applications. Bian et al. [18] analyzed the periodic

properties of inter-frame similarity to detect the fake frame-rate

videos. Ding et al. [19] proposed a blind forensics approach for

the identification of various motion-compensated frame rate up-

conversion techniques based on residual signals. Sun et al. [20] de-

a  
ected fake bitrate MPEG videos by analyzing DCT coefficients. Bian

t al. [21] detected fake bitrate MPEG-2 videos and extended their

lgorithm to the H.264/AVC coding schemes in [22] . For the new

EVC standard, Costanzo et al. [23] proposed a forensic technique

o detect double AVC/HEVC transcoding under different QPs. Bian

t al. [24] exploited the statistics of prediction units (PUs) to detect

ranscoded HEVC videos from AVC format. Li et al. [25] detected

ouble HEVC video compression with different QP based on trans-

orm unit (TU) size and quantized DCT coefficients. Huang et al.

26] proposed a method to detect double compression for HEVC

ideos with different QPs based on the co-occurrence matrix of

CT coefficients. Liang et al. [27] detected HEVC videos with fake

it rates based on PU partition types. 

In this paper, we propose a novel method to detect the HEVC

ideos with fake HD by analyzing the prediction modes. According

o our analysis, we found that the HEVC prediction modes scheme

f the subsequent encoding could be influenced by the previous

ower quality encoding. Therefore, the frequencies of PU with intra

nd inter prediction modes are distinguishable between the fake

D videos and the true ones. First, a 4-D feature set and a 6-D

eature set are extracted from HEVC intra prediction modes and in-

er prediction modes, respectively. Then, these two feature sets are

ombined into the proposed prediction mode feature ( PMF ). Next,

he PMF is fed to the ensemble classifier to detect the fake HD

ideos. Finally, we further estimate the original QPs and bit rates.

xperimental results show that the performance of the proposed

ethod outperforms state-of-the-art works [26,27] . 

The rest of the paper is organized as follows. In Section 2 ,

e briefly review the HEVC codec and its prediction modes. In

ection 3 , the prediction mode feature is analyzed, and then the

etection model is presented in detail. We further estimate the

riginal QPs and bit rates based on PMF . Section 4 shows the

xperimental results and corresponding analysis. Finally, the con-

lusion of this paper along with future challenges are drawn in

ection 5 . 

. Prediction modes in HEVC 

HEVC applies hybrid video coding scheme (inter/intra picture

rediction and 2-D transform coding) used in most prior video

oding standards. Similar to the AVC standard, HEVC still processes

ll pictures of the input video sequence in block units. Specially,
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Fig. 2. Intra prediction modes for luminance components in HEVC. 
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EVC partitions each picture into flexible coding tree units (CTU)

hose size can be 16 × 16, 32 × 32, 64 × 64. Each CTU consists

f one luma coding tree block (CTB) and two chroma Coding Tree

locks at the same position. Based on quad-tree structure, each

TU can be further partitioned into coding units (CUs) and each

U can be partitioned (or not be partitioned) into smaller PUs and

Us. To better understand our method, the prediction modes and

he PU are introduced below. 

.1. HEVC intra prediction 

In the HEVC intra prediction, a current PU is compared to a ref-

rence PU that is already encoded in the same picture to calculate

rediction values. Five sizes of PUs, which are 64 × 64, 32 × 32,

6 × 16, 8 × 8 and 4 × 4, can be selected in HEVC intra predic-

ion. In order to better adapt to various textural features, HEVC in-

roduces 35 prediction modes to encode luminance components,

ncluding DC, planar and 33 angular modes. Planar and DC modes

re suitable for regions with homogeneous texture. In the 33 an-

ular directional modes, V0 and H0 represent the vertical and the

orizontal directions respectively, and the remaining angular direc-

ional modes offset in these two directions. As shown in Fig. 2 , the

th and the 1th modes represent Plannar and DC modes, respec-

ively, and the 10th and 26th modes represent H0 direction and V0

irection prediction modes, respectively. 

.2. HEVC inter prediction 

In the HEVC inter prediction, the motion vectors (MVs) of ad-

acent PUs in the spatial domain and the temporal domain have

trong correlations. A current PU is compared to a reference PU

rom previously encoded pictures for calculating prediction values

o save the coded bits of MV. The difference between the current

U and the reference PU is the prediction residual. HEVC supports

hree modes to predict the MV, namely advanced motion vector

rediction (AMVP), Merge and Skip modes. During the AMVP en-

oding process, a current PU generates the motion vector predic-

ion value (MVP), and then the MV is obtained by calculating the

otion vector difference value (MVD), which is the difference be-

ween the MV of the current PU (MVC) and the MVP. The MVD

nd prediction residual are encoded in the AMVP mode. The MVD
s not encoded in the Merge and Skip modes, and the MV are

irectly obtained from the adjacent encoded PU. To further in-

rease coding efficiency, the prediction residual can be given up

n the Skip mode In these three MV prediction modes of HEVC,

he most complex is the AMVP mode, and the simplest is the skip

ode. 

Based on the above observations, we will analyze the HEVC

rediction modes artifacts in the following Section 3 , and extract

ome effective f eatures to detect fake HD videos and further esti-

ate their original bit rates and QPs. 

. Proposed method 

In this section, we find that fake HD videos present obvi-

us coding artifacts in the intra and inter prediction modes. For

ore details and the theoretical analysis, refer to the following

ection 3.1 . In Section 3.2 , we present the framework of proposed

etection model. In Section 3.3 , we propose a method to further

stimate the original bit rate and QP for a given fake HD video. 

.1. Feature analysis 

.1.1. Feature of HEVC intra prediction 

The 35 prediction modes are designed to adapt to various tex-

ure characteristics in the HEVC intra prediction. More specifically,

ifferent intra prediction modes can be selected for regions of dif-

erent texture complexity. The Planar mode uses two linear filters

n the horizontal and vertical directions, and then calculates the

verage of the two prediction values as the prediction value of the

urrent pixel. In the DC mode, the current prediction value can be

btained from the average of the reference pixels on the left and

bove. Therefore, the Planar and DC modes are suitable for regions

ith homogeneous texture. In the fake HD videos, the previous

ower quality encoding reduces the texture complexity of images,

hus the HEVC uses more Planar and DC modes that are suitable

or regions with homogeneous texture. Moreover, if the texture is

impler, the 33 angular directional modes will utilize more H0 di-

ection and V0 direction prediction modes and reduce the use of

ther angular directional modes. Two examples are shown here to

erify this phenomenon. We checked the frequency of Planar, DC,

0 direction and V0 direction prediction modes over all I-frames of

ristine videos and fake HD videos, respectively. The content of all

ideos is different, including simple content with simple texture

nd slow movement ( akiyo, bridge_far, highway, mother_daughter,

ilent ), as well as complex content with rich texture and quick

ovement ( bus, mobile, stefan, crew, football ). We found that the

requencies of these four types of intra prediction modes in the

ake HD videos are significantly higher than that in the pristine

ideos, as shown in Fig. 3 . 

Based on the above analysis, a 4-D feature is extracted from all

he I-frames of a video sequence. In the following, we will define

he feature of HEVC intra prediction mode as f intra = [ P, D, V 0 , H0] ,

hich is an array with the frequencies of four types of intra pre-

iction modes as mentioned above. 

.1.2. Feature of HEVC inter prediction 

HEVC inter prediction can select appropriate MV prediction

odes for regions of different level correlations. For the fake HD

ideos, the previous lower quality encoding reduces the spatial and

emporal differences between blocks and thus changes the inter

rediction modes scheme of HEVC. That is HEVC prefers a sim-

ler MV prediction mode because the difference is reduced. Here

re two examples to further explain this phenomenon. We ex-

racted the frequency of all types of MV prediction modes over

ll P-frames and B-frames of pristine videos and fake HD videos
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Fig. 3. Average frequency of intra prediction modes in I-frames of simple content videos (left) and complex content videos (right). 

Fig. 4. Average frequency of inter prediction modes of simple content videos (top) and complex content videos (bottom). 
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with different contents. For the fake HD videos with simple con-

tent, HEVC uses the simplest Skip mode for MV prediction more

frequently rather than the most complex AMVP and more com-

plex Merge modes, as shown in Fig. 4 . For the complex content

videos, more Skip mode and the relatively simple Merge mode are

adopted, and the use of the most complex AMVP mode is reduced,

as shown in Fig. 4 . 
Simialr to the feature extraction from intra prediction mode,

 6-D feature is extracted from all P-frames and B-frames of a

ideo sequence. And, the feature of HEVC inter prediction mode is

enoted as f inter = [ f Pinter , f Binter ] = [ S P , M P , A P , S B , M B , A B ] , which

s the array with the frequencies of three types of inter predic-

ion modes in P-frames and B-frames. The features extracted from
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he intra prediction mode f intra and inter prediction mode f inter are

ombined into the final proposed 10-D feature PMF . 

.1.3. Theoretical analysis 

The prediction modes can distinguish between the fake HD

ideos and true videos in HEVC format as mentioned above, and

he theoretical analysis is shown in this section. 

An original YUV sequence of length N could be expressed as (1).

 = { F 1 , F 2 , . . . , F N } (1)

here F n represents the n th uncoded frame. 

Y is encoded by HEVC with QP Q 1 or bit rate B 1 to obtain a

ow definition video V 1 . In the process of making a fake HD video,

 1 is first decompressed to a YUV sequence could be expressed as

2). Then Y 
′ 

is re-encoded by HEVC with QP Q 2 or bit rate B 2 to

btain a fake HD video V 2 . In the second compression, the predic-

ion mode can be denoted as (3). 

 

′ = { F ′ 1 , F 
′ 

2 , . . . , F 
′ 

N } (2)

 M n 
(Q 1 ,Q 2 ) = ρ

(
P U F 

′ 
n 
(x, y ) , Q 2 

)

P M n 
(B 1 ,B 2 ) = ρ

(
P U F 

′ 
n 
(x, y ) , B 2 

)
(3) 

here F 
′ 
n represents the n th frame of the decompressed YUV se-

uence, ρ ( · , ·) represents the prediction mode process in all

rames, P U 

F 
′ 

n 
(x, y ) denotes the current PU to encode F 

′ 
n , and

 1 > Q 2 , B 1 < B 2 . 

As for a true HD video, Y is directly encoded by HEVC with QP

 2 or bit rate B 2 to obtain V , and the prediction modes can be

enoted as: 

 M n 
(Q 2 ) = ρ( P U F n (x, y ) , Q 2 ) 

P M n 
(B 2 ) = ρ( P U F n (x, y ) , B 2 ) (4) 

here P U F n (x, y ) denotes the current PU to encode F n . 

Then, the difference D ( ·, ·) between prediction modes of fake

D videos and true videos can be described as follows: 

D (P M n 
(Q 1 ,Q 2 ) , P M n 

(Q 2 ) ) 

= D (ρ( P U F 
′ 

n 
(x, y ) , Q 2 ) , ρ( P U F n (x, y ) , Q 2 )) (5) 

D (P M n 
(B 1 ,B 2 ) , P M n 

(B 2 ) ) 

= D (ρ( P U F 
′ 

n 
(x, y ) , B 2 ) , ρ( P U F n (x, y ) , B 2 )) . (6) 

n Eqs. (5) and (6) , the difference is caused by F 
′ 
n and F n . 

The encoding process to obtain V 1 is 

 n = [ DCT ( P U F n (x, y ) − RP U F n (x, y )) /Q 1 ] (7) 

here E n represents the n th encoded frame in V 1 , R P U F n denotes

he reference PU of P U F n , DCT ( ·)stands for the discrete cosine trans-

orm in the video frame coding process, and [ ·] is the rounding

perator. 

The decoding process to obtain Y 
′ 

is 

 

′ 
n = IDCT ( E n × Q 1 ) + RP U F n (x, y ) (8)

Based on the above analysis, there is quantization error in the

EVC encoding process. Therefore, F 
′ 

n = F n + �, where � denotes

he quantization error under Q 1 or B 1 in the first compression of

he fake HD video. 

Therefore, F 
′ 

n − F n = �, the quantization error leads to the dif-

erence between F 
′ 
n and F n . That is to say, the main factor caus-

ng the difference between the prediction modes in the fake HD

ideo and the true video is the quantization error, and the larger

leads to the larger difference. In general, the quantization error
s larger when the bit rate is lower and the QP is higher in the

ideo encoding process. According to our previous description, the

D video usually have high bit rate B 2 or low QP Q 2 . If B 2 or Q 2 

s fixed, when the B 1 < B 2 or Q 1 > Q 2 (the fake HD videos), � is

arge, and the difference between the prediction modes in the fake

D videos and the true videos is larger. Conversely, if B 1 ≥ B 2 or

 1 ≤ Q 2 , � is really small. In this case, it is difficult to detect the

ake videos based on the prediction modes. 

In summary, the prediction modes are distinguishable between

he fake HD videos and true videos in HEVC format. 

.2. Detection model 

Based on the above analysis, we found that the frequencies of

EVC prediction modes are distinguishable between the pristine

EVC videos and fake HD videos. To exploit the artifacts, we ex-

ract a 10-D feature vector from a query HEVC video. The frame-

ork of the proposed detection model in this paper is given in

ig. 5 . The frequencies of HEVC intra prediction modes from I

rames and inter prediction modes from P frames and B frames are

alculated to generate 4-D feature f intra and 6-D feature f inter . After

xtracting f intra and f inter , these two sets of features are connected

o obtain the final 10-D detection feature of the input videos,

 MF = [ f intra , f inter ] . Moreover, ensemble classifier is employed for

lassification to obtain detection results. 

.3. Estimation of original QP and original bit rate 

In this section, to further estimate the original QPs and bit rates

or given fake HD videos, we propose a method that is based on

he concept of video compression idempotency introduced in [28] .

dempotency of lossy coding indicates that a video coding scheme

s applied to a video twice with the same parameters, it produces

oughly the same output as applied once. Hence, we can re-encode

he fake video with different parameters and verify whether the

esults are similar to the input video. If this is the case, it is likely

hat the parameter used for re-encoding correspond to the origi-

al parameter used to the fake video. Specifically, the method we

roposed is as follows: 

Step 1. Input the fake HD video V . 

Step 2. Extract the PMF of V . 

Step 3. Check the type of conversion. In general, the video tools

ncode the videos by fixed QPs or fixed bit rates. If the QP of each

U in the video is the same, it is a fixed QP compressed video. If

ot, it is a fixed bit rate compressed video. 

Step 4. If it is converted from an original higher QP version,

xtract QP of V as Q , re-encode V with higher Q 

i 
1 

= (Q, Q + 1 , Q +
 , . . . , 51) to obtain V 

Q i 
1 
, and re-encode V 

Q i 
1 

with Q to obtain V 

Q i 
2 
,

 = 1 , . . . , length (Q 

i 
1 
) . 

Step 5. If it is converted from an original lower bit rate ver-

ion, extract bit rate of V as B , re-encode V with lower bit rates

 

i 
1 

= (B 1 
1 
, . . . , B k 

1 
) to obtain V 

B i 
1 
, where B 1 

1 
− B i +1 

1 
= T , B 1 

1 
= B, T is

he descending step size, and i = 1 , . . . , length (B i 
1 
) . Then re-encode

 

B i 
1 

with B to obtain V 

B i 
2 
. 

Step 6. Extract the P MF i of V 

Q i 
2 

or V 

B i 
2 
. 

Step 7. Measure the euclidean distance D between PMF and

 MF i . 

Step 8. Estimate the original QPs and bit rates for given fake

D videos based on the distances D . 

.3.1. Estimation of original QPs 

Based on the concept of video compression idempotency, for a

ake HD video V , the D will be minimum in correspondence of the

 

i that coincides with the original Q 1 . 
1 
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Fig. 5. Framework of proposed detection model. 

Fig. 6. Distance between the fake video V and the re-encoded videos V Q i 
2 
. 
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Three examples are shown here to verify this phenomenon.

First, a video sequence ( akiyo ) is encoded twice with Q 1 =
{ 25 , 30 , 35 } followed with fixed Q = 20 to obtain the fake HD

videos. Next, each video is re-encoded with increasing Q 

i 
1 

=
(20 , 21 , 22 , 23 , . . . , 51) followed with Q , and i = (1 , 2 , . . . , 32) . Fi-

nally, we compute the D between the PMF of the fake videos and

the P MF i of the re-encoded videos. As illustrated in Fig. 6 , there

is an obvious inflection point for each fake definition video. The

distance is very small and close to 0 before the inflection point,

after this point, the D starts increasing rapidly. Therefore, the rule

we adopt to locate the inflection point is that if k (Q 

i 
1 
) � T 1 and

k 
′ 
(Q 

i 
1 
) � T 2 , the Q 

i 
1 

is the inflection point, where k (Q 

i 
1 
) is the slope

of Q 

i 
1 

to Q 

1 
1 
, k 

′ 
(Q 

i 
1 
) is the slope of Q 

i 
1 

to Q 

i +1 
1 

, and T 1 and T 2 will be

given in Section 4.1 . We denote Q 

f 
1 

as the inflection point, where

f ∈ i . The value of inflection point Q 

f 
1 

corresponds to the original Q 1 .

When Q 

i < Q 1 , the first compression is not strong enough to alter

1 
he second compression, thus the re-encoded videos are similar to

he original videos. When Q 

i 
1 

� Q 1 , the distance starts growing. 

The original QPs coincide with the critical values for the fake

D videos. Therefore, these critical values can be used to estimate

he original QPs. 

.3.2. Estimation of original bit rates 

Similar to the estimation of original QP, we apply a similar ap-

roach based on the concept of video compression idempotency to

stimate the original bit rate. 

Three examples are shown here too. First, we encode

 video sequence ( akiyo ) twice with B 1 = { 30 0 K , 50 0 K , 80 0 K }
ps followed with fixed B = 1 Mbps to obtain the fake HD

ideos. Next, we re-encoded each video with decreasing B i 
1 

=
( 1 M , 900 K , 800 K , . . . , 300 K , 200 K , 100 K ) bps followed with B ,

nd i = (1 , 2 , . . . , 10) . Finally, we computed the distance between

he PMF of the fake videos and the P MF i of the re-encoded videos.

ig. 7 illustrates the results, there is an obvious inflection point in

very fake one, which means that prior to the point, the distance

s very small until the B i 
1 

is higher than the original B 1 , while it

ncreases significantly after passing the point. Similarly, the rule

o locate the inflection points is that if k (B i 
1 
) � T 3 and k 

′ 
(B i 

1 
) � T 4 ,

he B i 
1 

is the inflection point, where k (B i 
1 
) is the slope of B i 

1 
to B 1 

1 
,

 

′ 
(B i 

1 
) is the slope of B i 

1 
to B i +1 

1 
, and T 3 and T 4 will be given in

ection 4.1 . We denote B 
f 
1 

as the inflection point, where f ∈ i . 

The original bit rates coincide with the critical values for the

ake HD videos. Therefore, these critical values can be used to es-

imate the original bit rates. 

. Experimental results 

.1. Experiment setup 

The dataset used for experiments is constructed by 61

riginal YUV sequences [29] with four kinds of resolutions:

CIF ( akiyo, bowing, carphone, bridge_close, bridge_far, bus, city,

laire, coastguard, container, mother-daughter, grandma, hall _ob-

ects, silent, highway, husky, miss_am, news, salesman, crew, deadline,
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Table 1 

Details of parameters in video sets and experiments. 

Parameters QCIF Video Set CIF Video Set 720P Video Set 1080P Video Set 

Encoder x265 x265 x265 x265 

Decoder HM16.15 TAppDecoder HM16.15 TAppDecoder HM16.15 TAppDecoder HM16.15 TAppDecoder 

Q1 {15, 20, 25, 30, 35, 40, 45} {15, 20, 25, 30, 35, 40, 45} {15, 20, 25, 30, 35, 40, 45} {15, 20, 25, 30, 35, 40, 45} 

Q {10, 20} {10, 20} {10, 20} {10, 20} 

B1 {100 K, 200 K, 300 K} (bps) {300 K, 500 K, 700 K} (bps) {5 M, 10 M, 15 M} (bps) {10 M, 15 M, 20 M} (bps) 

B 500 Kbps 1 Mbps 30 Mbps 40 Mbps 

GOP Size 15 15 15 15 

Training/Test Set Ratio 4:1 4:1 4:1 4:1 

Fig. 7. Distance between the fake video V and the re-encoded videos V B i 
2 
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ower_garden, football(a), football(b), foreman, gall-eon, ice ), CIF

 akiyo, bus, container, flower, foreman, hall, highway, mobile,

other_daughter, news, paris, silent, stefan, tempete, waterfall,

ridge_far, ice ), 720P ( ducks_take_off, Johnny, FourPeople, in_to_tree,

obcal, old_town_cross, parkrun, park_ joy, stockholm ) and 1080P

 Kimono, rush_field_cuts, sunflower, BasketballDrive, pedestrian_area, 

tation2, Cactus, ParkScene, duck-s_take_off). 

For each sequence, we cut it into several nonoverlapping se-

uences with 100 frames. Consequently, 133 QCIF YUV sequences,

0 CIF YUV sequences, 48 720P YUV sequences and 37 1080P YUV

equences are produced. The content of all videos covers a variety

f scenes, including quick/slow movement, indoor/outdoor scenes,

istance/close shot and rich/simple texture. We compressed the

ideos by codec x265, and GOP size is set as 15 and the GOP con-

guration is IBBPBBPBBPBBPBBI. Frequency of intra or inter predic-

ion modes are extracted during the first and second decompres-

ion with HM16.15. To guarantee acceptable video quality in many

pplications, the values of compression quantization parameter Q

f all video sets are 10 or 20. The bit rates B of QCIF videos are

et as 500 Kbps, and for CIF, 720P, 1080P video sets, the bit rates

 are set as 1 Mbps, 30 Mbps and 40 Mbps, respectively. The ratio

f videos in training and test sets is set to be 4:1 for each video

et, and the training set and test set are randomly selected. In our

xperiments, 10 experiments are performed and the average result

s taken each time. The ensemble classifier used for experiments

dopts the default settings [30] . The Thresholds T 1 , T 2 , T 3 and T 4 
eed to be set up. We randomly select 500 fixed QP compressed

ideos in our video datasets with four kinds of resolutions and

alculate k (Q 

f 
1 
) and k 

′ 
(Q 

f 
1 
) on these videos, as shown in Fig. 8 .

rom the results, we set T 1 and T 2 as 0.006 and 0.015 respectively.

imilarly, we randomly select 500 fixed bit rate compressed videos
ith four kinds of resolutions to calculate k (B 
f 
1 
) and k 

′ 
(B 

f 
1 
) , as il-

ustrated in Fig. 9 . From the results, T 3 and T 4 are set as 0.0 0 015

nd 0.001 respectively. Details of parameters in video sets, together

ith parameters in experiments are summarized in Table 1 . 

.2. Detection of fake HD videos 

In this section, we evaluate the performance of the proposed

ethod on the detection of fake HD videos in all video sets. In or-

er to better demonstrate the superiority of the proposed method,

e compare it with the existing methods on detection of fake HD

ideos [26,27] . For comparison, their methods are applied to our

ideo sets. The comparative results are shown in Table 2 (a)–(d).

rom the results, all the accuracies of our method are higher than

0% and outperform [26] and [27] in all cases, which means that

he proposed method can effectively detect the fake HD videos. 

This could be explained as below: the feature set PMF in our

ethod was extracted from all types of frames rather than only

 frames in [27] . Our feature set f intra was extracted from all intra

rediction modes, which allows our method better capture changes

f texture. The feature set f inter makes our method more adaptable

n capturing changes of spatial domain and temporal domain cor-

elations and enables our feature PMF to be more adaptable in dif-

erent video contents. Even the two compression parameters of the

ake HD videos are close, our feature set is still effective. 

Therefore, our method can effectively detect the fake HD for

EVC videos. 

.3. Estimation of original QP and bit rate 

In this section, we further evaluate the performance of pro-

osed method on the estimation of original QPs and bit rates for

he fake HD videos in all video sets. The estimation accuracy as

hown in Table 3 (a)–(d) for QCIF, CIF, 720P and 1080P videos, re-

pectively. It is observed that the accuracies of estimating the orig-

nal QPs and bit rates are all over 90%. When the two compres-

ion parameters of the fake videos differ greatly, namely the video

uality of the two compression differs obviously in the fake videos,

he accuracies of estimating original parameters are almost over

7%. Besides, the estimation accuracies are more than 90% when

he two compression parameters of the fake videos are close, such

s the QPs are 20-10, 15-10, and the bit rates 30 0 Kbps-50 0 Kbps,

00 Kbps-1 Mbps, 15 Mbps-30 Mbps and 20 Mbps-40 Mbps. 

In a word, the performance of our method is satisfactory on the

stimation of original QP and bit rate. 

.4. Results on different feature sets 

As described in Section 3 , the feature sets f Pinter and f Binter are

ombined into f inter . In order to analyze these two feature sets, we

xploit f Pinter , f Binter and f inter to detect fake HD videos in the CIF

nd 1080P video sets, respectively. The comparative results of the
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Table 2 

Performance on fake HD videos detection in different video sets (%). (a) QCIF video set. (b) CIF video set. (c) 720P video set. (d) 1080P video set. 

QP From-To Proposed Liang’s method [27] Huang’s method [26] QP From-To Proposed Liang’s method [27] Huang’s method [26] 

45-10 100 99.25 98.12 45-10 100 99.29 97.86 

40-10 100 98.87 96.99 40-10 100 97.86 96.43 

35-10 100 97.74 95.49 35-10 100 97.14 95.71 

30-10 100 94.74 93.98 30-10 100 96.43 92.86 

25-10 100 93.98 92.48 25-10 100 95.71 91.43 

20-10 97.74 93.98 91.73 20-10 97.86 92.86 91.43 

15-10 96.24 90.98 90.23 15-10 95.71 90.71 89.29 

QP From-To Proposed Liang’s method [27] Huang’s method [26] QP From-To Proposed Liang’s method [27] Huang’s method [26] 

45-20 100 98.85 97.74 45-20 100 98.57 97.14 

40-20 100 97.74 95.49 40-20 100 97.86 94.28 

35-20 100 96.99 94.74 35-20 100 96.43 92.86 

30-20 99.62 92.48 90.98 30-20 98.57 92.86 91.43 

25-20 97.74 91.73 90.23 25-20 96.43 91.43 90 

From-To (bps) Proposed Liang’s method [27] Huang’s method [26] From-To (bps) Proposed Liang’s method [27] Huang’s method [26] 

100 K–500 K 100 99.25 98.50 300 K-1 M 100 99.29 97.86 

200 K–500 K 100 97.74 93.98 500 K-1 M 100 97.14 92.86 

300 K–500 K 98.50 94.74 90.98 700 K-1 M 95.71 91.43 88.57 

(a) (b) 

QP From-To Proposed Liang’s method [27] Huang’s method [26] QP From-To Proposed Liang’s method [27] Huang’s method [26] 

45-10 100 100 97.92 45-10 100 100 98.64 

40-10 100 98.96 96.88 40-10 100 98.64 97.30 

35-10 100 96.88 94.79 35-10 100 97.30 95.95 

30-10 100 95.83 93.75 30-10 100 95.95 94.59 

25-10 100 93.75 91.67 25-10 100 93.24 91.89 

20-10 95.83 91.67 90.63 20-10 95.95 91.89 90.54 

15-10 90.63 89.58 88.54 15-10 91.89 89.19 87.84 

QP From-To Proposed Liang’s method [27] Huang’s method [26] QP From-To Proposed Liang’s method [27] Huang’s method [26] 

45-20 100 98.96 96.88 45-20 100 100 98.64 

40-20 100 97.92 94.79 40-20 100 98.64 95.95 

35-20 100 95.83 91.67 35-20 100 95.95 94.59 

30-20 97.14 93.75 89.58 30-20 97.30 94.59 91.89 

25-20 90.48 90.63 88.54 25-20 93.24 90.54 89.19 

From-To (bps) Proposed Liang’s method [27] Huang’s method [26] From-To (bps) Proposed Liang’s method [27] Huang’s method [26] 

5 M–30 M 100 100 98.96 10 M–40 M 100 98.64 97.30 

10 M–30 M 100 97.92 96.88 15 M–40 M 100 97.30 95.95 

15 M–30 M 98.96 93.75 91.67 20 M–40 M 97.30 95.95 91.89 

(c) (d) 

Table 3 

Performance on the estimation of original QP And bit rate in different video sets. (a) QCIF video set. (b) CIF video set. (c) 720P video set. (d) 1080P 

video set. 

QP From-To Accuracy (%) QP From-To Accuracy (%) QP From-To Accuracy (%) QP From-To Accuracy (%) 

45-10 100 45-10 100 45-10 100 45-10 100 

40-10 100 40-10 100 40-10 100 40-10 100 

35-10 100 35-10 100 35-10 100 35-10 100 

30-10 100 30-10 100 30-10 100 30-10 100 

25-10 100 25-10 98.57 25-10 98.96 25-10 97.30 

20-10 97.74 20-10 96.43 20-10 95.83 20-10 95.95 

15-10 95.49 15-10 94.28 15-10 94.79 15-10 93.24 

From-To (bps) Accuracy (%) From-To (bps) Accuracy (%) From-To (bps) Accuracy (%) From-To (bps) Accuracy (%) 

100 K–500 K 100 300 K-1 M 100 5 M–30 M 100 10 M–40 M 100 

200 K–500 K 97.74 500 K-1 M 97.86 10 M–30 M 96.88 15 M–40 M 95.95 

300 K-500 K 91.73 700 K-1 M 91.43 15 M–30 M 91.67 20 M–40 M 91.89 

(a) (b) (c) (d) 
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experiments are presented in Table 4 . From Table 4 , the results on

the feature set f inter outperforms the results on these two feature

set in all cases. Therefore, the combination of features from f Pinter 

and f Binter is effective. 

Moreover, the feature sets f intra and f inter are distinguishable be-

tween fake and true HD videos. Therefore, we combine these two

feature sets as feature vector PMF in the proposed method. To fur-
her analyze these two feature sets, we conducted a comparative

xperiments on the CIF and 1080P video sets. Table 5 shows the

xperimental results. From Table 5 , the detection results based on

 inter is slightly higher than that on f intra , indicating that f inter con-

ributes more in our experiments. The reason is that inter predic-

ion modes can keep more information than intra modes. It is also

bserved that the results on the proposed feature set PMF are all
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Table 4 

Detection accuracies on different inter feature sets in different video sets (%). (a) CIF video set. (b) 1080P video set. 

QP From-To f Pinter f Binter f inter QP From-To f Pinter f Binter f inter 

45-20 92.86 95.71 96.43 45-20 94.59 97.30 98.64 

40-20 90.71 92.86 95.71 40-20 91.89 95.95 97.30 

35-20 89.29 91.43 92.86 35-20 90.54 94.59 95.95 

30-20 88.57 90 91.43 30-20 89.19 90.54 91.89 

25-20 85.71 87.14 88.57 25-20 87.84 87.84 89.19 

From-To(bps) f Pinter f Binter f inter From-To(bps) f Pinter f Binter f inter 

300 K-1 M 95.71 96.43 97.14 10 M–40 M 94.59 97.30 98.64 

500 K-1 M 94.28 95.71 96.43 15 M–40 M 91.89 95.95 98.64 

700 K-1 M 88.57 89.29 90.71 20 M–40 M 90.54 91.89 95.95 

(a) (b) 

Fig. 8. The values of k (Q f 
1 
) and k 

′ 
(Q f 

1 
) on 500 videos. 

Fig. 9. The values of k (B f 
1 
) and k 

′ 
(B f 

1 
) on 500 videos. 
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Table 5 

Detection accuracies on intra, inter and combined feature sets in different video sets (%). (a) CIF video set. (b) 1080P 

video set. 

QP From-To f intra f inter PMF QP From-To f intra f inter PMF 

45-20 92.86 96.43 100 45-20 94.59 98.64 100 

40-20 91.43 95.71 100 40-20 94.59 97.30 100 

35-20 90.71 92.86 100 35-20 91.89 95.95 100 

30-20 89.29 91.43 98.57 30-20 90.54 91.89 97.30 

25-20 85.71 88.57 96.43 25-20 87.84 89.19 93.24 

From-To(bps) f intra f inter PMF From-To(bps) f intra f inter PMF 

300 K-1 M 95.71 96.43 100 10 M–40 M 95.95 98.64 100 

500 K-1 M 94.28 95.71 100 15 M–40 M 93.24 97.30 100 

700 K-1 M 88.57 89.29 95.71 20 M–40 M 91.89 95.95 97.30 

(a) (b) 
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the best compared to those on the feature set f intra or f inter . There-

fore, the combination of features from f intra and f inter is necessary

to detect fake HD videos. 

4.5. Results on different GOP size in double compression 

In this section, we further verify the effectiveness of our pro-

posed method on different GOP size in double compression. First,

the first GOP size of 1080P video set in double compression is set

as 15 (IBBPBBPBBPBBPBBI), and the second GOP size is set as 12

(IBBPBBPBBPBBI). Then, we exploit our method to detect fake HD

videos in this 1080P video set and further estimate their original

QPs and bit rates. The results are shown in Table 6 . From the re-

sults, our method is efficient on different GOP size in double com-

pression. 

4.6. Results on different video contents 

In this section, we further evaluate the performance of the pro-

posed method on different video contents in the CIF video set. Re-
Fig. 10. Fake HD videos detection accur
earch on different video content is very important because the

omplexity of the texture, and the speed of motion can signifi-

antly affect performance of proposed method. The results of de-

ection accuracy with 18 different video contents are shown in

ig. 10 . From the results, the average accuracy of the method we

roposed is 96.39%, which means the performance of our method

s effective on different content videos. The method shows rela-

ively low performance in videos of tempete (93.33%), bus (88.89%),

obile (91.11%) and stefan (86.67%), since they have rich texture

nd fast movement in the videos. The change in texture and the

patial and temporal differences between blocks is not obvious

hen the two compression parameters are similar, which reduces

he effectiveness of the proposed feature. The method is steady

hen the video contents involve simple texture and slow move-

ent, especially in the first 5 videos. In a word, the proposed

ethod performs well on different video contents. 
acy with different video contens. 
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Table 6 

Performance on different GOP size in double compression in 1080P video set. (a) Detection accuracies on different GOP 

size. (b) Estimation accuracies on different GOP size. 

QP From-To Accuracy (%) QP From-To Accuracy (%) 

45-10 100 45-10 100 

40-10 100 40-10 100 

35-10 100 35-10 100 

30-10 100 30-10 100 

25-10 100 25-10 95.95 

20-10 94.59 20-10 94.59 

15-10 93.24 15-10 91.89 

From-To(bps) Accuracy (%) From-To(bps) Accuracy (%) 

10 M–40 M 100 10 M–40 M 100 

15 M–40 M 100 15 M–40 M 94.59 

20 M–40 M 98.64 20 M–40 M 91.89 

(a) (b) 
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. Conclusion 

In this paper, we propose an effective method that exploits the

requencies of HEVC prediction modes to detect fake HD videos,

nd estimate their original QPs and bit rates. A 4-D feature set and

 6-D feature set are extracted from HEVC intra prediction modes

nd inter prediction modes, respectively. These two feature sets are

ombined into a 10-D feature vector which is fed to the classifier.

he experimental results show that the performance of the pro-

osed method outperforms state-of-the-art works. In future work,

e will consider more complex situations and focus on the effec-

iveness in detecting the fake HD videos on social networks and

ideo websites. 
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